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PCCADsOlT
Theory of

Computation
J J 40 60 100 a

J

The learners will be able to understand the basic concepts of formal languages and various models of
computation. Also, they will be able to design mathematical machines for real time problems which
enhance logical thinking and improve employability.

eFe

I

After successful completion ofthis course, the students will be able to:

Understand: Illustrate the basic concepts of formal languages and various models of
computation.

Analyze: Analyze the given automata or machines and find out its language.

e01 fi Understand: Demonstrate formal relationships among machines, languages and grammars.

CO4. Analyze: Analyze the decidability of a problem using a Turing machine.

Create: Design automat4 regular expression, Pushdown automata and Turing Machine for a

given language.

i:- r ,:,: :

IINIT I: Fundamentals of Languages and Finite Automata

Alphabet, Symbols, Sets, Strings, Language, Operations, Relations, Chomsky hierarchy of languages,

Design of Finite State Machines, Acceptance of strings and languages, Non-Deterministic Finite

Automaton, Deterministic Finite Automaton, Equivalence between NFA and DFA, NFA with e-

transition, Minimization of FA, FSM with output.

UNIT II: Regular Language and Grammar

Regular sets, Regular expressions, Manipulation of regular expressions, Equivalence between RE and

FA, Pumping Lemma for regular set, Closure properties of regular sets (Proofs not required), Regular

grammars, Right linear and left linear regular grammars, inter-conversion between LLG & RLG,

Equivalence between regular grammar and FA, Inter-conversipn between RE and RG.
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UNIT III: Context Free Grammar

Context free grammar, Derivation trees (Syntax tree and Parse tree), Ambiguous Grammar,

Simplification of CFG, Context Free Language (CFL), Pumping Lemma for CFL, Closure properties of
CFL, Normal Form of CFG: Chomsky Normal form, Greibach Normal form.

ttNIT IV: Push Down Automata

Definition and model of Push Down Automata (PDA), acceptance of CFL by empty Stack and by final

state, Design of PDA (DPDA & NPDA) equivalence of CFL & PDA,Inter-conversion of PDA & CFG.

ttNIT V: Turing Machine

Definition, Model of TM, Designing of Turing Machine as an accepter and as a transducer, types of
Turing machines, Church's hypothesis, Linear bounded automata and context sensitive language.

UNIT VI: Undecidability

Decidability of problems, Recursive enumerable language, Recursive Language, Properties of Recursive

enumerable language, Halting problem of Turing machine, Universal Turing Machine, Undecidability,

primitive recursive functions, Posts Correspondence problem, Ackerman's function.

1. Introduction to Theory of Computation, Michael Sipser, 3'd Edition, 2006, Cengage Leaming'

2. Theory of Computer Science: Automata, Languages and Computation, K. L. P' Mishra,

Chandrashekharan, 3'd Edition, 2008, Pearson Education.
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Coor"" Code Course Title
Ilburs l.
weer-

Credits
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End Sem
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PCCAD5O2T
Design &

Analysis of
Algorithms

J a
J 40 60 100 J

I

..' 
'*t 

.l

The course imparts knowledge of design and analysis of algorithms to

capabilities and analytical skills to enhance employability.

problem solving

":iii.:,l',i 
)

ia!!+i;ii.

,,, .,_ :. :;,

After successful completion of this course the student will be able to:

Llbr:j Understand: Explain the role of mathematical foundations in NP problem, decision and

optimization problems, non-deterministic, graph-based and approximation algorithms.

;i;; i
Analyze: Examine worst-case running times of searching and sorting algorithms using

asymptotic analysis and amortized analysis.

co3 Apply: Make use of various methodologies to solve recurrence relations.

Apply: Demonstrate various strategies like, divide and conquer, greedy, dynamic programming

and backtracking for problem solving and basic traversal techniques for searching problems.

msl Evaluate: Select suitable Data structure and algorithm to address the given situation.

,* "i1'::: t" ' ;',, 
,

a

TINIT I: Recurrences and Asymptotic Notations

Introduction: Algorithm definition, algorithm characteristics, principles of designing algorithms.

Performance Analysis: Space complexity, time complexity, asymptotic notations- big-oh notation, omega

notation, theta notation.

Recurrence Relations: Solutions of recurrence relations using techniques of characteristic equation,

generating functions, master method and substitution method.

IINIT II: Divide and Conquer

Basic strategy, matrix operations, Strassen's matrix multiplication, binary search, quick sort, merge sort,

amortized analysis, application of amortized analysis, advanced data structures like Fibonacci heap,

binomial heap, disjoint set representation

IINIT III: Greedy Method

Basic strategy, fractional knapsack problem, application to job sequencing with deadlines problem,

G/ #w 3 of13P
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2. Inhoduction to Algorithms, T. H. Cormen, C. E. Leiserson, R. L. Rivest, C. Stein, 3'd Edition,
2009, PHI Learning.

-$" 6,y ''vf

minimum cost spanning trees, single source shortest path - Prim's algorithm, Kruskal's algorithm and

Dijkstra's algorithm, optimal search patterns, activity selection problem.

UIIIT IV: Dynamic Programming

Basic strategy, multistage graphs, all pairs shortest path-Floyd Warshall algorithm, single source shortest

paths-Bellman Ford algorithm, optimal binary search trees, traveling salesman problem, longest common
subsequence problem, chained matrix multiplication.

III\IT V: Basic Traversal and Search Techniques

Search Techniques: Breadth first search and depth first search, connected components.

Backtracking: Basic strategy, 8-Queen's problem, graph coloring, Hamiltonian cycles.

Branch and Bound: 0/1 knapsack problem

Approximation Algorithm: Introduction, vertex cover problem, subset sum problem.

UNIT VI: I\P-Com pleteness

Basic concepts, non-deterministic algorithms, NP, P, NP-hard and NP-complete, decision and

optimization problems, graph-based problems on NP Principle.

l. Fundamentals of Algorithms, Brassard, Bratley, lst Edition, 1995, Prentice Hall.

l't2. Design and Analysis of Algorithms, Aho, Ullman, Hopcroft,

nt,( n ,/ n.r__ ,/\t\t\rz i l,

^<D rtr w \H/ /w
Edition, 2002, P earson Education.
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PCCAD5O2P Design & Analysis of
Algorithms Lab 2 I 25 25 50

To choose the appropriate data structure and algorithm design strategy for a specific application and solve

the problems in an intelligent arid effective way to improve employability.

After successful completion of this course the student will be able to:

Apply: Demonstrate the knowledge of basic data structures and use them for implementing
the solution in a best suited wav.

'tE#f"'
tittitilfffii,

Evaluate: Determine the computational complexity of an algorithm to perform particular
task.

c03 Evaluate: Evaluate the performance of different algorithms when applied to a given problem.

t=€4 Create: Design code using various algorithms for solving problems.

A minimum of eight practical to be performed based on the theory course Design & Analysis of
Algorithms [PCCAD502T].

JSP

tji in]Iil
,ii

L Computer Algorithms, Horowitz, Sahani, Rajasekaram, 2008, Silicon Press.

2. Fundamentals of Algorithms, Brassard, Bratley, 1't Edition,1995, Prentice Hall.

3. Introduction to Algorithms, T. H. Cormen, C. E. Leiserson, R. L. Rivest, C. Stein, 3'qEdition,2009,
PHI.

4. Design and Analysis of Algorithms, Aho, Ul@91, H9!.."ft{Edition, 2002,Pearson Education.
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Course €ode Course Title
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IVfaximum Mtiks ESE

Continudus
Evaluation

End Sem
Total

Du,ration

Grrs.)L T P Exam

PCCAD5O3T Software Engineering
& Project

Manasement

2 2 20 30 50 2

Course Objective

The course enables students to understand both theoretical and methodological issues involved in modern
software engineering and project management of software systems to improve their employability and

technical skills.

nt(n

Y

Course Outcomes

After successful completion of this course the student will be able to:

col
Understand: Explain the basic concepts of Software Engineering & relate appropriate software
models and technologies to bring out innovative and novelistic solutions for the software
development.

co2 Create: Analyze and design the software architectures with the help of different UML diagrams.

c03 Evaluate: Determine an appropriate project management approach through an evaluation in
accordance with business context and scope of the nroiect.

c04 Create: Design various estimation levels of cost and effort required for Project Management.

SYLLABUS
UNIT I: Software Process
Introduction: Evolution of Software Engineering, Layered Technology Approach, Characteristics of
Software, Software Process Framework.
Perspective Process Models: Waterfall model, Incremental Model, RAD Model, Evolutionary Process
model (Prototyping & Spiral Model), Agile Model for Software Development.
UNIT II: System Analysis
System Analysis: Requirement Engineering, Data modeling, Object-Oriented Analysis, Scenario-Based
Modeling, Flow-Oriented Modeling, Class-based Modeling, Behavioral Model.
Design Concepts: Abstraction, Pattern modularity, Information hiding, Design classes, Refactoring.

tmllT III: Project Management
Project Management: Introduction to Software Project Management,
Risk management, Change Management, Software reengineering,
Forward Engineering.

Project Planning, Project scheduling,
Restructuring Reverse engineering,

UNIT IV: Qualify Management

Quality Concepts: Software Quality, Software Reviews, Formal Technical Review, Software Reliability.

Quality Assurance Activities: SQA, Software Configuration Management, SCM Repository, SCM
Process. Estimation.

Jlq @.@w
't-' 6
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Quality Standards: ISO 9000 and Companion ISO Standards, CMMI, Six Sigma.

Texf:Books:

l. Software Engineering-A Practitioner's Approach, Roger Pressman, 7th Edition, 2010, McGraw Hill.

2. Software Engineering, Ian Sommerville, 9tn Edition, 2011, Pearson Education Asia.

l. Fundamentals of Software Engineering, Rajib Mall, 3'o Edition, 2009, PHI Leaming Private Limited.

2. Software Quality Assurance: From Theory of Implementation, Daniel Galin, 2no Edition, 2012,
Pearson Addison-Wesley.

3. Software Engineering, David Gustafsan, Schaum's Series, 2002,Tata McGraw Hill

4. Software Project Management - Sanjay Mohapatra, lst Edition, 2011, Cengage Learning.
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Maximurn,Marks ESE

Continuous
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Sxam Total
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.:::Gris.)
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PCCAD5O3P Software Engineering
& Project

Manasement Lab

4 2 25 25 50

conrs'e objecri*e

The lab course enables students to understand the software engineering methodologies involved in the phases for
project development to enhance their employability and technical skills.

A minimum of eight practical to be performed based on the theory course Software
Engineering & Project Management [PCCAD503T].

w
^,\-(t-)

Y

Course Oufcomes

After successful completion of this course the student will be able to:

Co1 Understand: Explain the software engineering methodologies involved in the phases for projec
development.

co2
Apply: Apply appropriate software models and technologies to bring out innovative and

novelistic solutions for the software development.

€03 Analyze: Analyze open-source tools used for implementing software engineering methods.

co4 Create: Develop product-prototypes implementing soffware engineering methods.

Suggested References:

l. Software Engineering-A Practitioner's Approach, Roger Pressman, 76 Edition, 2010, McGraw Hill.

2. Software Engineering, Ian Sommerville, 9ft Edition, 2011, Pearson Education Asia.

3, Software Quality Assurance: From Theory of Implementation, Daniel Galin, 2nd Edition, 2012, Pearson

Addison-Wesley.

4. Software Quality Engineering: Testing, Quality Assurance and Quantifiable, Jeff Tian,2005, Wiley.

61t ,.w G-
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Crediis
Maximum Marks ESE

Confinuous
Evaluaiion
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PCCAD5O4T Data Analytics 2 a
L 20 30 50 2

Confse Objectii0

The course will enable the students to understand the fundamental of data analyics, storage, retrieval and

processing of data and perform variety of analytics on different datasets using suitable tools to improve

employability and technical skills.

Course Outcomes

After successful completion of this course the student will be able to:

col
Understand: Explain the concept of big data and life cycle of data analytics used in the real

world applications.

caz Analyze: Analyze various methods and models for data analysis.

c03
Apply: Apply different Techniques for classification and data visualization and compare tht

techniques for their applicability.

co4
Apply: Make use of various libraries of Python, PowerBI, Tableau and other tools to efficiently

store and process data to generate useful analysis.

SYLLABUS

UNIT I: Introduction to Data Analytics and Life Cycle

Introduction: Big data overview, state of the practice in Analytics- BI Vs Data Science, Current Analytical

Architecture, Drivers of Big Data, Emerging Big Data Ecosystem and new approach.

Data Analytic Life Cycle: Overview, Phase l- Discovery, Phase 2-Data preparation, Phase 3- Model

Planning, Phase 4- Model Building, Phase 5- Communicate Results, Phase 6- Operationalize.

UNIT II: Data Analytics Methods

Statistical Methods for Evaluation- Hypothesis testing, difference of means, Wilcoxon rank-sum test, type

I type 2 errors, power and sample size, ANOVA.

Clustering: Overview, K means, validation and testing, diagnostics.

Regression: Linear, logistics, reasons to choose and cautions, additional regression models.

^n 0.t . e'M
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TeXt,:3ooks:

l. Data Analytics using Python, Bharti Motwani, 2020, Wiley Publication.

@Ferformdatacollection,dataprocessing,wrangling,visualization,andmodel
building using Python, Avinash Navlani, Armando Fandango, Ivan Idris, 3'd Edition, 2021, Paclct

Publishing Limited.

Reference Books:

@,SeemaAchary4SubhashiniChellappan,1'tEdition,20t5,Wiley.
Big Data Analytics with

ws) rn\

R and Hadoop, Vignesh PrajaPati,

/,
{|

t$ Edition, 2013, Packet Publishing Limited.

It l\ J', \L" - ,- -,Wf Mr*"4,""Yw

Unit III: Classification and Data Visualization Techniques

Decision trees algorithm, evaluating a decision tree, Introduction to Data visualization, Challenges to data

visualization. Conventional data visualization tools, Techniques for visual data representations, Types of

data visualizationo Visualizing Big Data, Tools used in data visualization, Analyical techniques used in

data visualization.

Unit IV: Advanced Data Analytics using Python

Machine leaming tools, machine learning algorithms using Scikit-Leam, data visualizations using

Matplotlib, Data Framing using Pandas, NumPy, IPython based computational platforms, Dashboard

design using Power-BI and Tableau, Issues and assessment of needs, Considerations for designing

dashboard - visual perception.

Page 10 of 13
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Course Code . Course Title
[Iours / Wee*

Ciidits
Maximum Marks ESE

.€ tinuouS:

Evaluation

End Sem

Eiam TolaI
Duratihn
=€ru)t-

L T P

PCCAD5O4P Data Analytics Lab 2 I 25 25 50

Course Objective

The course lab will enable the students to apply the different frameworks for data analytics, storage,

retrieval and processing and perform variety of analytics on different datasets using suitable tools to

improve employability and technical skills.

Course OutcomeS,

After successful completion of this course the student will be able to:

col
Apply: Apply the concept of big data and life cycle of data analytics used in the real-world

applications.

eoz Analyze: Analyze various methods and models for data analysis.

c(}3
Analyze: Examine different techniques for classification and data visualization and compare

the techniques for their applicability.

co4
Create: Design applications using various libraries of Python, PowerBI, Tableau and other

tools to efficiently store and process data to generate useful analysis.

A minimum of eight practical to be performed based on the theory course Data Analytics

lPccADs04rl.

Suggested Reference:

l. Data Analytics using Python, Bharti Motwani, 2020,Wiley Publication.

Python Data Analysis: Perform data collection, data processing, wrangling, visualization, and model

building using Python, Avinash Navlani, Armando Fandango, Ivan Idris, 3'd Edition, 2021, Packt

Publishing Limited.

Big Data Analytics, Seema Achary4 Subhashini Chellappan, 1't Edition,2015, Wiley.

Big Data Analytics with R and Hadoop, Vignesh Prajapati, l't Edition, 2013, Packet PublishinS

Limited.
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Couise Code Course Title
HoufS:,/,,:Week

Credits
Maximum Marks ESE

(-nnfi End SOm,

Exam Total
Duiation

(Hrs.)
L T P Evaluation

OECADsOlT
Web

Development
using Python

a
J 0 0 a

J 40 60 100 a
J

Course Objective

The course provides students a comprehensive overview of web page development using various frameworks

supported by python programming that enhances their employability and technical skills.

Course Outcomes

After successful completion of this course the student will be able to:

co1 Understand: Explain the process of web development using various web frameworks.

coz
Apply: Apply the concepts of Django and Flask web framework in development of web

applications.

c03 Apply: Build a web application using different templates, media files, models and databases.

co4 Analyze: Analyze the process of web development using Django and Flask.

cos Design: Design a web application and deploy it to solve a real-world problem.

SYI,LABUS

UNIT I: Introduction of Django
Introduction of Django: Need of framework, Feature of Django Framework, I\A/T (Model-View-Template)

architecture, Dj ango Installation,

Project Set-Up: Project structure, Creating Django Project, Creating applications, Creating view, Mapping

URL, Managing workflow

UNIT II: Templates and Media Files

Using Templates, Configuring the Templates Directory, Adding a Template, Static Media Files, Configuring

the Static Media Directory, Static Media Files and Templates, Serving Media files.

UNIT III: Models and Databases

Creating Models, Creating and Migrating the Database, Models and the Shell, Configuring the Admin

Interface, Creating a Population Script, Models, Templates and Views

UNIT IV: Forms, Templates and User Authentication
Forms and Templates: Page and Category Forms, Relative URLs in Templates, Dealing with Repetition,

Template Inheritance, render Method and request Context, Custom Template Tags,

User Authentication: Setting up Authentication, Password Hashing and Validators, User Model, User

Attributes, Creating a User Registration, Login Functionality.

JFg '@W'q" V L\ MY Ar^P--
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l. How to Tango with Django 1.9, A Beginners Guide to Python/Django, Leif Azzopardi, David Maxwell,
1$ Edition. 2017.Lean Publishins.

2. Flask Web Development 2e: Developing Web Applications with Python,2018, O'Reilly Publication.

RefeienCe Books:

1. Web Development with Django: Learn to Build Modem Web Applications with Python,202l,Packt

Publication.

2. Leam Web Development with Python: Get hands-on with Python and Django,2018, Packt Publication.
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UNIT V: Query, Testing and Deploying Ybur Project

Including JQuery in Django ProjectiApp, AJAX based Functionality, Automated Testing, Deploying Your

Project: Creating a PlthonAnywhere Account and Web Interface, Virtual Environment, Setting up Your Web

Application.

IINIT VI: Web Apps with Flask
Installing Flask, Creating a Simple Application, Running the Application, Routes and View Functions,

Dynamic Routes, Debugging A Flask Application.
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Compiler

Design
4 4 40 60 100 3

r,il', i

The learners will be able to explore the principles, algorithms, and data structures involved in the design
of compilers. Also, they will be able to understand various phases of compilation and their working,
which enhance logical thinking and improve employability.

'llj.|;.!,;!lu:lt

After successful completion of this course, the students will be able to:

Understand: Demonstrate the various phases of compilation, with understanding of lexical
analvsis in comoiler desisn.
Create: Design Parsers using top-down and bottom-up parsing techniques for given grammar
in syntax analvsis.

a::
i.tt)

Apply: Make use of syntax directed translation schemes and construct Intermediate code for
a qiven set of productions

Apply: Make use of different code optimization and generation techniques on various
intermediate codes to senerate efficient tarset code.
Apply: Choose a data structure for symbol table organization to store various athibutes and

anolv different error recovery tools on Darsers.

UNIT I: Introduction to Compilers
Introduction, Definition, phases & passes of compiler design, compiler writing tools, relation of
compilation phases with formal languages.
Lexical Analysis: Introduction, tokens, pattern and lexemes, design of lexical analyser, role of regular
expression and finite automata in recognition of tokens, lexical effors.

tii\IT II: Syntax Analysis
Introduction, Context free grammars (CFG), Ambiguous Grammars, Simplification of CFG, Top- down
parser, design of predictive- LL(l) parser, bottom-up parsing technique, Handle and Viable Prefix, LR
parsing, Design of SLR, CLR, LALR parsers, Parser Conflicts, Implementation ofParsers.

IINIT III: Intermediate Code Generation
Syntax Directed Translation: Syntax directed definition, S-attributed and L-attributed definitions,
translation schemes.
lntermediate Code Generation: Intermediate forms of source programs - abstract syntax tree, polish
notation and three address code. types ofthree address statements and its implementation. svntax directed

]rr\ ,{qa Ppge I or25
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translation into three-address code, translation of simple statements, Boolean expressions and flow-of-
control statements, declarations and array reference.

UNIT IV: Storage Allocation & Error Handling
Symbol Table Management: Storage allocation and run time storage administration, symbol table
management.
Error Detection and Recovery: Error recovery in LR parsing, Error recovery in LL parsing, automatic
error recovery in YACC.

UNIT V: Code Optimization
Basic blocks and flow graphs, Local and global optimization techniques, loop optimization- control flow
analysis, data flow analysis, Loop invariant computation, Induction variable removal, other loop
optimization techniques, Elimination of Common sub expression, directetl acyclic graph (DAG) and its
applications

UNIT VI: Code Generation
Problems in code generation, simple code generator, code generation using labelling algorithm and DAG,
Heuristic DAG ordering, register allocation and assignment, Peephole optimization.

xtBooks: : ' .,' ::rt:.:=
f r:''
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=:ii$#i4li:i:. Jiflli,fii=
Compilers, Principles, Techniques and Tools, Alfred V. Aho, Ravi Sethi, Jeffrey D. Ullman,
Edition, 2007, Pearson education.

Principles of Compiler Design, Alfred V. Aho, Jeffery D. Ullman, 1998, Narosa Publishing House.

1. Compiler Design Using FLEX and YACC, Vinu V. Das,2007, PHI Learning Publication.

2. Compiler Design, Dr. O. G. Kakde, 2008, Laxmi Publications.

3. Principles of Compiler Design, V. Raghavan,2010, McGraw Hill Education (India).
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The course will enable the students to formulate machine learning problems corresponding to an
application by applying various types of learning and optimization techniques to improve employability
and technical skills.
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Basics of
Machine &

Deep
Learnins

3 3 40 60 100 3

ti)|.

After successful completion of this course, the students will be able to:

Understand: Interpret the basic concepts of supervised, unsupervised and reinforcement
learning strategies for machine learning.

Analyse: Categorize the machine learning and deep Learning models and algorithms and
apply them by analysing the nature of given problem.

€.€)3
Analyse: Analyse the concept ofneural networks such as CNN, RNN and its types for learning
various activation functions and their applications.

Apply: Apply the concepts in Bayesian analysis from probability models and methods to solve
classifi cation problems.

Apply: Apply different models and algorithms of machine learning and deep Learning for an

application.

UNIT I: Basics of Machine Learning
Introduction to Machine Learning, supervised learning, unsupervised learning, reinforcement learning,
cost and loss function. Regression, k-Nearest neighbour algorithm, decision tree learning, random forest,
Rule based leamins.

UNIT II: Artificial Neural Networks & Classifiers
Artificial neural networks: types of learning, activation and loss functions, introduction of multilayer
networks and back-propagation. Probabilistic machine learning maximum likelihood estimation, MAP,
Bayes classifiers Naive Bayes, Bayes optimal classifiers.

UNIT III: Bayesian Networks & Clustering
Bayesian Networks, inference in Bayesian Networks, Bayes Net Structure, learning unlabelled data:
Expectation-Maximization. Introduction to clustering, hierarchical clustering, K-means clustering.
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UNIT IV: Basics of Deep Learning
Limitations of Machine Learning, Gradient Descent (GD), Momentum Based GD, Nesterov Accelerated
GD, Stochastic GD, Principal Component Analysis, Singular Value Decomposition.

IINIT V: Auto Encoders & Regularization
Auto encoders and relation to PCA, Regularization in auto encoders, De-noising auto encoders, Sparse
auto encoders, Contractive auto encoders, Bias Variance Trade-off, L2 regularization, Early stopping,
Dataset augmentation, Parameter sharing and tying, Injecting noise at input, Ensemble methods, Dropout

UI\IT VI: Convolutional & Recurrent Neural Networks
The Convolution Operation, Motivation, Pooling, LeNet, AlexNet, Recurrent Neural Netwoiks, Back
propagation through time (BPTT), Vanishing and Exploding Gradients.

$lt noo*s:, il

l. Machine Learning, Amit Kumar Das, Saikat Dutt, Subramanian Chandramouli, lst Edition, 2018,
Pearson Education India.

2. Neural Networks and Deep Learning, Charu C. Aggarwa|2018, Springer Intemational Publishing.

3. Deep Learning from Scratch, Building with Python from First Principles, Seth Weidman, I't Edition,
2019, O'Reilly Media.

l. Machine Learning -An Algorithmic Perspective, Stephen Marsland, 2nd Edition, 2011, CRC Press.

2. Hands-On Deep Learning Algorithms with $rthon, Sudharsan Ravichandiran, 2019, Packt
Publishing Limited.

3. Deep Leaming, Ian Goodfellow, Yoshua Bengio, Aaron Courville, I't Edition, 2016,The MIT Press
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& Deep Learning
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After successful completion of this course, the students will be able to:

Apply: Make use of different algorithms for supervised, unsupervised and reinforcement
learning.

Apply: Apply structured thinking to unstructured problems in the domain of machine learning.

Apply: Apply various deep learning algorithms and techniques on real datasets.

Apply: Apply different models and algorithms of machine learning and deep Leaming for an
application.

A minimum of eight practical to be performed based on the theory course of Basics of Machine &
Deep Learning [PCCAD602T]

4e- w
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1. Machine Learning -An Algorithmic Perspective, Stephen Marsland, 2nd Edition, 2011, CRC Press.

2. Hands-On Deep Learning Algorithms with Python, Sudharsan Ravichandiran, 2019, Packt
Publishins Limited

3. Deep Leaming, Ian Goodfellow, Yoshua Bengio, Aaron Courville, lst Edition, 2016,The MIT Press
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PECAD6OlT
Digital
Image

Processing
3 3 40 60 100 3

The course will enable the students to understand the concepts of image fundamentals and mathematical
transform necessary for image enhancement process to improve employability and technical skills.
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IIIIIT I: Introduction to Digital Image Processing
Fundamentals ofElements ofDigital Image, Image as Dat4 Pixels, Components ofDigital Image, Types
of Image Representation, Measures of Image, Neighbours of pixel adjacency connectivity, Regions and

boundaries, Distance measures, Application of Digital Image Processing.

UNIT II: MATLAB Basics
Introduction to Data Types, Operators, Matrices, File, VO, Image Processing Toolbox.

ttNIT III: Image Enhancement Techniques
Spatial Domain: Basic Gray level transformations, Histogram processing, using arithmeticllogic
operations, smoothing spatial filters, Sharpening spatial filters.
Frequency domain: Introduction to the Fourier transform and frequency domain concepts, smoothing
frequency-domain fi lters, Sharpening frequency domain fi lters.

ttNIT IV: Image Filtering Techniques
Low Pass Filters: Smoothing, High Pass Filters - Edge Detection, Sharpening, Image Restoration Noise
Models, Model of Image Degradation/Restoration Process, Noise Reduction, Inverse Filtering, M
Minimum Mean Square Error (Weiner) Filtering.

P @W I V 6 of25,\, M*
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1. Digital Image Processing, Kenneth R. Castleman,lst Edition, 2007,Pearson Education lndia.

2. Digital Image Processing using MATLAB, Rafael C. Gonzalez, Richard E. Woods, Steven Eddins,
2nd Edition, 2011, McGraw Hill Education.

3pg @ @W & k'W 4)*9 V
P (vv '{

tmllT V: Image Processing
Colour Image processing: Colour fundamentals, Colour models, Representation of Colour in Images,

Co lour transformation, Smoothing and Sharpening, C olour segmentation.

Image Morphology: Different Morphological Algorithm, Morphological Measures.

UNIT \{I: Compression and Segmentation
Image Compression: Introduction, Image compression model, Types of redundancies, Error-free
compression, Lossy compression.
Image Segmentation: Thresholding, Histogram Based Segmentation, Clustering, Region Growing
Method, Point, Line and Edge Detection; Applications of digital image processing in different $omains.

.:

l. Digital Image Processing, Rafael C. Gonzalez, Richard E. Woods, 3'o Edition, 2008, Pearson

Education.

2. Fundamentals of Digital Image Processing, Anil K. Jain,2na Edition, 2002,PHI Publication.

3. Digital Image Processing Using MATLAB, Gonzalez & Woods, 3'd Edition, 2020, Gatesmark

Publishing.
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After successful completion of this course, the students will be able to:

co1 Analyse: Analyse images in frequency domains using various transform.

Analyse: Categorize the various compression techniques and inspect image compression
standard.

CO+il Evaluate: Evaluate the techniques for image enhancement and image restoration.
*cg-a 

:i Create: Develop image processing application using suitable image enhancement technique.

A minimum of eight practical to be performed based on the theory course of Digitat Image
Processing [PECAD601 T]
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After successful completion of this course, the students will be able to:

co1
,1,:,. .;

Unclerstand: Illustrate the concept of cyber security, cybercrime, cyber law and challenges

associated with it.
Apply: Identiff various network defence tools for security of networks and apply security
policies.

Co'* Analyze: List various methods for digital payments, related common frauds and preventive

measures needed in E- Commerce.

Analyze: Analyze the various privacy and security concerns of social media platforms.

Evaluate: Determine the security of end point device, mobile phone and role of firewall and

anti-virus for securitv of sensitive online information.

s#iisus' ; ,
'di""'"_ffi

IDIIT I: Introduction to Cyber Security
Overview of Cyberspace, Architecture of Cyberspace, Communication and Web Technology, lnternet

Infrastructure for Data Transfer and Governance, Internet society, Regulation of Cyberspace, Concept

of Cyber Security, Issues and Challenges of Cyber Security.

UNIT II: Cyber Crime and Cyber Law
Classification of Cybercrimes, Cybercrime Targeting Computers and Mobiles, Cybercrime Against
Women and Children, Financial Frauds, Social Engineering Attacks, Malware and Ransomware Attacks,

Zero Day and Zero Click Attacks, Cybercriminals Modus-Operandi, Reporting of Cybercrimes,

Remedial and Mitigation Measures, Legal Perspective of Cybercrime, IT Act 2000 and its Amendments,

Cybercrime Offences.
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UNIT III: Network Defence Tools
Firewalls and Packet Filters: Firewall Basics, Packet Filter vs Firewall, Firewall Protection, Packet
Characteristic to Filter, Stateless Vs Stateful Firewalls, Network Address Translation CNAT) and Port
Forwarding, Virtual Private Networks.
Firewall: Introduction. Linux Firewall. Windows Firewall.

UNIT IV: Social Media Overview and Security
Introduction to Social Networks, Types of Social Media, Social Media Platforms, Social media
monitoring, Hashtag, Viral Content, Social Media Marketing, Social Media Privacy, Challenges,
Opportunities and Pitfalls in online social network, Security Issues Related to Social Media, Flagging
and Reporting of Inappropriate Content, Laws Regarding Posting of Inappropriate Conteirt, Best
Practices for the use of Social Media, Case Studies.

UNIT V: E-Commerce and Digital Payments
E-Commerce: Definition, Main components, Elements, Security, threats, Security Best Practices, Digital
Payments: Introduction, Components and Stake Holders, Modes of Digital Payments, Banking Cards,
Unified Payment Interface (UPD, e-Wallets, Unstructured Supplementary Service Data (USSD), Aadhar
Enabled Payments, Common Frauds and Preventive Measures, RBI Guidelines, Customer Protection in
Unauthorized Bankins Transactions.

UIIIT VI: Digital Devices Security, Tools and Technologies
End Point Device and Mobile Phone Security, Password Policy, Security Patch Management, Data
Backup, Downloading and Management of Third-Party Software, Device Security Policy, Significance
and Management of Host Firewall and Anti-Virus, Wi-Fi Security, Public Key Infrashucture.

l. Cyber Security Understanding Cyber Crimes, Computer Forensics and Legal Perspectives, Sumit
Belapure, Nina Godbole, 2011, Wiley India Pvt. Ltd.

2. Introduction to Cvber Securitv. Anand Shinde. 2021. Notion Press.
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The course develops an ability to use various open-source security tools to improve information and

network security that enhance employability and entrepreneurship skills.

ra": :j.lJ,l..
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After successful completion of this course, the students will be able to:

Understand: Demonstrate different network security and computer security, various attacks on

network.

Create: Construct various conventional cryptography algorithms and asymmetric encryption
algorithms, Message authentication, Hash function and public key encryption.

'ffi Appty: Develop security requirements for web application.

A minimum of eight practical to be performed based on the theory course of Cyber Security
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After successful completion of this course, the students will be able to:

cPt 
'

Understand: Interpret the basic concepts of parallel computing, GPGPU, GPU computing for
parallel programming.

Apply: Identifu the need of parallel architecture and know the evolution of modern GPU
architecture.

Appty: Make use of skills and modern engineering tools like CUDA programming and

execution model to address data parallelism.

coi Analyze: Examine the importance of memory, performance, floating point considerations and

optimization in GPU computing.

Evaluate: Evaluate the performance of various applications in well-known GPU computing
scenarios.

";,"?\!.tr)ji)j

UNIT I: Introduction Parallel Computing
Review of Traditional Computer Architecture, Heterogeneous Parallel Computing, Architecture of a
Modern GPU, Need of More Speed or Parallelism, Speeding Up Real Applications, Parallel
Programming Languages and Models.

UNIT II: Evolution of GPU Architectures
Evolution of Graphics Pipelines, Fixed-Function Graphics Pipelines, Programmable Real-Time
Graphics, Unified Graphics and Computing Processors, GPGPU, GPU Computing, Scalable GPUs,

Recent Developments.

UNIT III: Data Parallelism and CUDA
Data Parallelism, CUDA Program Structure, A Vector Addition Kernel, Device Global Memory and

Data Transfer, Kemel Functions and Threading, Function Declarations, Kemel Launch, Predefined
Variables, Runtime APIs.
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U|IIT IV: Execution Model
CUDA ThreadOrganization, Mapping Threads to Multidimensional Data,Matrix-Matrix Multiplication,
Synchronization and Transparent Scalability, Assigning Resources to Blocks, Querying Device
Properties, Thread Scheduling and Latency Tolerance.

IINIT V: Memories and Performance Considerations
Memories: Importance of Memory Access Efficiency, Device Memory Types, Reducing Global Memory
Traffic, Memory as a Limiting Factor to Parallelism.
Performance Considerations: Warps and Thread Execution, Global Memory Bandwidth, Dynamic
Partitioning of Execution Resources, Instruction Mix and Thread Granularity.

IIMT VI: Floating-Point Considerations and Applications
Floating-Point Considerations: Floating-Point Format, Representable Numbers, Special Bit Patterns and
Precision in IEEE Format, Arithmetic Accuracy and Rounding, Algorithm Considerations.
Applications: Applications of GPU Architecture like Gaming, Computer Vision, and Optimizing GPU
Applications.

1.

2.

.1i, , ., .5,l,i.'"'!!.:::::i.: 
:

Programming Massively Parallel Processors: A
W. Hwu, 2nd Edition, 2013, Elsevier Inc.

Multicore and GPU Programming an Integrated
Elsevier Inc.

Hands-on Approach, David B. Kirk and Wen-mei

Approach, Gerassimos Barlas, lst Edition, 2015,

w@
v

w- tuPWPW
lfl--

Page 13 of25



S. Ef. JAIN |Flg?I?*,tTE {}fITHCHN{}L${}Y' hfAl{Jt'(}€tlffifilT
A RESE.A.RC}I, NAGPUFI.

{An Atlo*aurous :nstituts, Afrili*ted to RTMNU" Nagpur}

*fiFSRT*g*N? OF #MERfiII\iG TfiCHtgOtOGIES {AI&ML and AI&I}S}
$ac*ne q8 wcelfe*l cg xter lor Ewrergixg Teelwologlx irr Cor*rp*ter $c iexca to cleate wwpetent p rqf,essipva,ls.

A minimum of eight practical to be performed based on the theory course of course GPU Computing
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PECAD6O3P
GPU Computing

Lab
7 I 25 25 50

=,"

The course provides the students a hands-on approach to popular CUDA programming model commonly
used for implementing various aspects of parallel architecture and GPU programming that enhances

employability and entrepreneurship skills.

:.t. aa;: ::

l ':..'.. 
i .,::=

After successful completion of this course, the students will be able to:

Apply: tJtilize the basic concepts of parallel computing, GPGPU, GPU computing for parallel
programming.

:i::::::::=: r::

EeI,,.
..:i t :
t:-

Apply: Make use of skills and modem engineering tools like CUDA programming and

execution model for offloading work onto GPUs as accelerators for various applications.

Analyze: Examine the importance of memory, performance, floating point considerations and

optimization in GPU computing.

#on.
Evaluate: Evaluate the performance of various applications in well-known GPU computing
scenarios.

't:l::.!:tft.:i : i*rr ir

l. Programming Massively Parallel Processors: A Hands-on Approach, David B. Kirk and Wen-mei
W. Hwu. 2no Edition. 2013. Elsevier Inc.

2. Multicore and GPU Programming an Integrated Approach, Gerassimos Barlas, l't Edition, 2015,

Elsevier Inc.

3. Heterogeneous Computing with OpenCL, Benedict Gaster, Lee Howes, David R. Kaeli, 2012,

Elsevier Science

4. Computer Architecture: A Quantitative Approach, John L. Hennessy, David A. Patterson,2017,
Elsevier Science v
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The course introduces the learners with essentials of natural language processing of Indian languages

like, linguistic aspects, core algorithms for solving basic tasks and statistical and machine leaming

models for different Indian language processing tasks.

it:;::i:=

,itW#,
:t:izl;

After successful completion of this course, the students will be able to:

;qoi' i Understand: Illustrate the key features ofNLP in Indian languages.

Apply: Identifu the basics of automata theory and parsing techniques for natural languages.

Analyse: Analyse the Indian language structures and NLP models for Indian languages.

co4 
i

Apply: Model systems for language processing, Semantic, Syntactic analysis and related tasks

involved in text processing.

Analyze: Examine sentiment analysis, text entailment, machine translation and other Indian

language processing applications using different Python libraries.

p4
train\ \,,'v
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PECAD6O4T
NLP for
Indian

Lanquages
3 3 40 60 100 3

lr:t
. :':::::::::

+.r' t

ttNIT I: Introduction to Indian languages
Introduction to Indian languages, language structure of lndian languages, challenges, limitations, and

opportunities of Indian languages, applications of NLP in Indian languages, Natural Language

Piocessing concept, Ambiguity and uncertainty in language, Turing test, Role of Machine Learning in

NLP.

UNIT II: Computation Theory
Chomsky hierarchy, regular languages, and their limitations. Finite-state automata, Practical regular

expressions for finding and counting Indian language phenomena, Indian language morphology,

exploring corpus with regex tools.

III\IT III: Basics of Lexical and Semantic Analysis
Lexical Knowledge Networks, Basic ideas in Lexical Semantics, WordNet and WordNet based similarity

measures, Distributional measures of similarity, WordNet Application in Query Expansion Concept

Mining using Latent Semantic Analysis, Multilingual Dictionaries, Semantic Roles, Word Sense

Disambiguation, WSD and Multilinguality.

y% 
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TextBooks:

l. Speech and Language Processing: An Introduction to Natural Language Processing, Computational
Linguistics and Speech Recognition, Jurafsky, Martin,2nd Edition, 2013, Pearson Education India.

2. Statistical Natural Language Processing, Manning and Schutze, 1't Edition, 1999, MIT Press.

3. Python 3 text processing with NLTK 3 cookbook, Jacob Perkins, 2014,Packt Publishing Ltd.

III\IT IV: Parsing and Speech Recognition
Noun Structure Top-Down Parsing Algorithms, Non-noun Structure Top-Down Parsing Algorithms
Probabilistic Parsing: Sequence labelling, PCFG, Training issues, Arguments and Adjuncts, inside-
outside probabilities.

UNIT V: Language Models
Language models, Hidden Markov Models (HMM), Morphology, Graphical Models for Sequence
Labelling in NLP, Models of anaphora resolution, Machine leaming methods for reference, Text
Entailment, POS Tagging, Phonology, ASR, Speech Synthesis, HMM and Viterbi, topic modelling.

UNIT VI: Natural language Processing for Indian regional languages and Application
Supporting libraries for Indian languages (iNLTK, Indic NLP, Stanford NLP), Text Processing for Indian
Languages.
Applications: Multilingual Chatbots, Language Translator, Sentiment Analysis, Cross Lingual
Information Retrieval (CLIR).

'.:1 1, l: ;,
':'::,::= :-:::::,::::::-:::::,,

i, :r:*ttt :tntttttttl
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1. Foundations of Statistical Natural Language Processing, Manning, Christopher, Heinrich, Schutze,
1999, MIT Press.

2. Speech and Language processing, Daniel Jurafsky, James H. Martin, 2008, Prentice Hall.

3. Statistical Methods for Speech Recognition, Jelinek, F., 1998, The MIT Press.

4. Elements of Information Theory. J. A. Thomas,2no Edition. 1991. Wilev.

e-Nq-

Y
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PECAD6O4I
NLP for Indian
Languages Lab

) I 25 25 50

The lab course enables the learners to implement various models, core algorithms for processing Indian
languages using different tools that enhances their technical and entrepreneurship skills.

=',, ; ;;_;-]r'l

After successful completion of this course. the students will be able to:

'9oI
Apply: Make use of various machine learning algorithms suitable for NLP.

Apply: Apply various techniques oflexical analysis, Sentence Framing, Part-of-Speech (POS)
tagging and Semantics in text generation.

Analyze: Analyze the morphological diversity of Indian languages and implement dependency
parsing and text classification for NLP applications.

r.r'lilrilglii
c.,,,ea Create: Construct program based on different techniques for Indian Language Understanding.

A minimum of eight practical to be performed based on the theory course of course NLP for Indian
Languages [PECAD604T]

l. Speech and Language Processing, D. Jurafsky, J.H. Martin, 3'd Online Edition.

2. Introduction to Natural Language Processing, J. Eisenstein,2019, MIT Press.

3. Python 3 text processing with NLTK 3 cookbook, Jacob Perkins, 2\I4,Packt Publishing Ltd.
4. Foundations of Statistical Natural Language Processing, C. D. Manning, H. Schutze, I't Edition,

1999, MIT Press.

5. Natural Language Understanding, J. Allen. 2nd Edition.2003. Pearson Education.
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PECAD6O5T Cryptography 3 3 40 60 100 3

The course will enable the students to understand various cryptographic methods to seiure dat4
technologies for security assurance and security solutions that enhances employability and technical

skills.

:1 :
7.4

lj: 1: -.r:"1 -
.: '.t+t :

After successful completion of this course, the students will be able to:

Understand: Outline the risk related to computer security and information hazards in various

situation.

Appty: Make use ofcryptographic algorithm and protocol to secure computer system and data.

Analyse: Analyse various cipher techniques, hash functions algorithms and digital signatures.

Evaluate: Determine measures to prevent attacks on network using various cryptographic

solutions.

Create: Discuss various authentication systems and information security compliance

standards.

$e
M

N

:;a',,
rii i

UNIT I: Introduction and Classical Ciphers
Computer Security, Information Security, Network Security, CIA Triad, Cryptography, Cryptosystem,

Cryptanalysis, Active attack, Passive Attack, Authentication, Access Control, Classical Cryptosystems,

Caesar Cipher, Playfair Cipher, Hill Cipher, Rail Fence Cipher, Modern Block Ciphers, Stream Ciphers,

Symmetric Ciphers, Asymmetric Ciphers.

IINIT II: Symmetric Ciphers
Data Encryption Standards, Double DES, Meet in Middle Attack, Triple DES, Advanced Encryption

Standards, Modes of Block Cipher Encryptions, Electronic Code Book, Cipher Block Chaining, Cipher

Feedback Mode, Output Feedback Mode, Counter Mode.

ttNIT III: Asymmetric Ciphers
Public Key Cryptosystems, Applications of Public Key Cryptosystems, Distribution of public key,

Distribution of secret key by using public key cryptography, Diffie Hellman Key Exchange, Man-in-the-

Middle Attack, RSA Algorithm, Elliptic curve cryptography.

Y v v ,
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l. Cryptography and Network Security Principles and Practices, William Stallings, 5th Edition, 2002,

Pearson.

2. Network Security and Cryptography, Bemard Menezes, 1't Edition, 2010, Cengage Learning.

l. Network Security. Charl e Kaufman, Radia Perlman and Mike Speciner, 2}02,Prentice Hall.

2. Network Security: The Complete Reference, Robert Bragg and Mark Rhodes, 2004,Tata McGraw
Hill.

& '(r,kr >/Jw @w
v

W4e'M
e,/

UI\IT IV: Hash Functions and Digital Signatures
Message Authentication, Message Authentication Functions, Message Authentication Codes, Hash

Functions, Properties of Hash functions, Applications of Hash Functions, Message Digests: Details of
MD4 and MD5 algorithms, Secure Hash Algorithms: Details of SHA-I and SHA-2 algorithms,

Comparison of SHA parameters, SHA-512, Digital Signatures.

UNIT V: Authentication and Malicious Logic
Authentication System, Password Based Authentication, Dictionary Attacks (Online and Offline),
Challenge Response System, One Way Authentication, Mutual Authentication, Biometric System,

Kerberos Protocol.

UNIT VI: Public Key Infrastructure
Digital Certificates and X.509 certificates, Certificate Life Cycle Management, PKI trust models, Email
Security: Pretty Good Privacy, Secure Socket Layer Protocol, Transport Layer Security Protocol, IP
Security (IPSec) Protocol, Firewalls.

Pase19 of25
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PECAD6O5P
Cryptography

Lab 2 I 25 25 50

The lab course will encourage sfudents to use various open-source security tools and algorithms to
improve information and network security that enhance employability and entrepreneurship skills.

A minimum of eight pracfical to be performed based on the theory course of Cryptography

lPECAD60sTl

SJP @ 4e'W
A/

After successful completion of this course, the students will be able to:

col Apply: Make use of cryptographic algorithm and protocol to secure computer system anddata.

coz Analyse: Analyse various cipher techniques, hash functions algorithms and digital signatures.

co3 Evaluate: Assess various cipher algorithms, Hash algorithms, Authentication system and
public key infrastructure for developing a secure system.

co4 Create: Develop applications using various Ciphers and Hash Algorithms to secure message.

Suggested References:

l. Network Security, Charlie Kaufman, Radia Perlman and Mike Speciner, 2}02,Prcntice Hall.

2. Network Security: The Complete Reference, Robert Bragg and Mark Rhodes, 20}4,TataMcGraw
Hill.
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perfonn a variety of analytics on different data sets that enhances employability and entrepreneurship

skills.
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PECAD6O6T
Big Data Analytics

and Business
Intelligence

3 3 40 60 100 3
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After successful completion of this course, the students will be able to:

i.co1 Understand: Interpret the concept of Big Data, technologies and its analytics in the real world.

Aouryr.r Analyse the Big Data framework like Hadoop and NOSQL to efficiently store and

process Big Data to generate analytics'

Apply: Make use of suitable algorithms to solve data intensive problems using Map Reduce

Paradigm.

Understand: Illustrate the concept of Business Intelligence, its Framework, project lifecycle

and application of BI in the real world.

l""fy*r e"rty*, Otff"rent data integration techniques for integration of data with business to

improve the business process.

'.:l,il!1it:,

;ii:;::::=
I'it:,*=

Analytics, Data Science, Data

IINIT II: The TechnologY LandscaPe

NoSeL, Comparison of SQL and NoSQL, Hadoop, RDBMS Versus Hadoop, Distributed Computing

Challinges, fiadoop Overview, Hadoop Distributed File System, Processing Data with Hadoop,

Managing Resources and Applications with Hadoop YARN, Interacting with Hadoop Ecosystem.

MongoDB, Need, Terms used in RDBMS and Mongo DB, Data Types, MongoDB Query Language'

MapReduce: Mapper, Reducer, Combiner, Partitioner, Searching, Sorting.

Paee2l of25V'v^
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UNIT IV: Introduction to Business Intelligence
Evolution of BI, BI value chain, introduction to business analyics, BI Definitions & Concepts, Business
Applications of BI, BI Framework, Role of Data Warehousing in BI, BI Infrastructure Components - BI
Process, BI Technology, BI Roles & Responsibilities.

Ui\IT V: Basics of Data Integration
Concepts of data integration need and advantages of using data integration, introduction to common data
integration approaches, data integration technologies, Introduction to data quality, data profiling
concepts and applications, the multidimensional data model, star and snowflake schema.

UNIT VI: BI Project Lifecycle
Typical BI Project Lifecycle, Requirements Gathering and Analysis - Functional and Non-Functional
Requirements, Project Development, Testing in a BI Project, BI Project Deployment, Post Production

l. Big Data and Analytics, Seema Acharya, Subhashini Chellappan, 1st Edition, 2015, Wiley
Publications.

2. Big Data Analytics with R and Hadoop, Vignesh Prajapati,lst Edition, 2013, Packet Publishing
Limited.

3. Fundamentals of Business Analyics, R N Prasad and S Acharya,2nd Edition, 2011, Wiley India.

- . ..:*i:' . ',rl
Rdf€ience Books: ,

:t.:i-tt : ::: t: : :1

. :':, ::;'i
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1. Business Intelligence - A Managerial Approach, Efraim Turban, Ramesh Sharda, Dursun Delen,
David King, 2ns Edition 20 10, Prentice Hall.

2. HADOOP: The definitive Guide. Tom White.3'o Edition.2012. O'Reill
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PECAD6O6P

Big Data
Analytics and

Business
Intellisence Lab

2 I 25 25 50

The lab course enables the students to optimize business decisions and create competitive advantage with
big data analytics that enhance employability and entrepreneurship skills.

After successful completion of this course, the students will be able to:

Apply: Make use of the Big Data framework like Hadoop and NOSQL to efficiently store and
process Big Data to generate analytics.

toj' Apply: Make use of suitable algorithms to solve data intensive problems using Map Reduce

Paradigm.
::l::. :t-!,-!,:=

co3
i:.i i:::::::::=

Apply: Apply the concept of Business Intelligence, its Framework, project lifecycle and

application of BI in the real world.

co4) Create: Design a data analytics project by applying all phases of project lifecycle.

A minimum of eight practical to be performed based on the theory course of course Big Data
Analytics and Business Intelligence [PECAD606T]

Suggested References:

l. Business Intelligence - A Managerial Approach, Efraim Turban, Ramesh Sharda, Dursun Delen,

David King, 2nd Edition, 2010, Prentice Hall.

2. HADOOP: The definitive Guide, Tom White, 3'd Edition,2012, O'Reilly.
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Business

Analytics
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After successful completion of this course, the students will be able to:

"o1.:L
Understand: Outline the importance of business analytics and understand the issues,
challenges, types, techniques and emerging trends of business analytics.

Apply: Apply different phases of analysis process to the business analytics problem to get

better understanding of the proj ectlbusine ss.

Apply: Make use of different dashboard design concepts for effective dashboard design and

data mining tools for big data analysis.

Analyse: Categorize the types of analytics, tools for data mining and big data analysis for the
future of Business Intellisence.

Understand: Interpret the Technologies, Software, Services and Applications of big data for
Business Intelligence.

l'!,'

III\IT I: Overview of Business Analytics
Value of Business Analytics, Introduction to business analytics, Challenges, Techniques and Issues,

Emerging Trends, Producing Insights from Information through Analytics, Organization/sources of data,

Importance of data quality, Dealing with missing or incomplete data.

IINIT II: Types of Analytics
Types of Analytics and the Benefits, Typical Application to Business Problems, Descriptive Analytics,
Predictive Analytics, Text Analytics, Prescriptive/Optimization Analytics, Mixed
Predictive/Optimization Analytics, Case Studies.

UNIT III: The Analytics Process
Phases in Analysis process, Business Understanding, Data Understanding, Data Preparation,

Exploration, Modelling, Evaluation, Deployment, Monitoring and Sustainment.
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IINIT IV: Business Intelligence (BI)
Evolution of BI, BI Definitions & Concepts, Business Applications of BI, BI Framework, Role of Data

Warehousing in BI, BI Infrastructure Components - BI Process, BI Technology, BI Roles &
Responsibilities, Business Intelligence-case studies.

UNIT V: Basics of Power BI and Data Modelling
Introduction, Installation Steps, Architecture, Supported Data Sources, File, Database, Using
DirectQuery, Power Pivot, Connecting with Azure and other online services, Comparison with Other BI
Tools Data Modelling, Navigation, Creating Calculated Columns, Creating Calculated Tables, Managing
Time-Based Data.

UNIT VI: Visualization and Dashboard Design using Power BI
Dashboard Options, Visualization Options, Excel Integration, Importing xls Files, Using xls data.Reports,

Scorecards, and Dashboards, Dashboard Structure, Dashboard Types Indicators, Effective Dashboard Design,

Dashboard Media, Dashboard trends, DAX Basics in Power BI.

1. Business Analytics an Introduction, Jay Liebowitz, l't Edition, 2013, Auerbach Publication.

2. Business Analytics: Data Analysis & Decision Making, S. Christian Albright, Wayne L. Winston,
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